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The behavior of long space-time excitations in many-electron systems with ground state degeneracy is explored
via multiscale analysis. The analysis starts with an ansatz for the wave function’s dual dependence on the
N-electron configuration (i.e., both by direct means and by indirect means via a set of order parameters). It
is shown that a Dirac-like equation form of the wave equation emerges in the limit where the ratio ε (of the
average nearest-neighbor distance to the characteristic length of the long-scale phenomenon of interest) is
small. Examples of the long scale are the size of a quantum dot, nanotube, or wavelength of a density
disturbance. The velocities in the Dirac-like equation are the transition moments of the single-particle
momentum operator connecting degenerate ground states. While detailed band structure and the independent
quasi-particle picture could underlie the behavior of some systems (as commonly suggested for graphene),
the present scaling law results show it is not necessarily the only explanation. Rather, it can follow from the
scaling properties of low-lying, long spatial scale excitations and ground state degeneracy, even in strongly
interacting systems. The generality of our findings suggests graphene may be just one of many examples of
Dirac-like equation behavior. A preliminary validation of our quantum scaling law for molecular arrays is
presented. As our scaling law constitutes a coarse-grained wave equation, path integral or other methods
derived from it hold great promise for calibration-free, long-time simulation of many-particle quantum systems.

I. Introduction

A noninteracting quasi-particle picture has been used to
suggest that electrons in graphene satisfy an equation similar
in character to that of Dirac for relativistic fermions.1 This has
been justified on the basis of a detailed analysis of band structure
and Fermi surface topology. However, since electrons at high
density interact strongly, some doubt remains as to the nature
of graphene and the possible more widespread occurrence of
Dirac-like behavior, including the proportionality between
excitation energy and wave vector.

The notion that strongly interacting quantum systems can be
understood via a multiscale analysis of the Schrödinger equation
has been explored for boson and fermion systems.2,3 The
implication of this deductive approach is that a coarse-grained
function emerges that satisfies a wave equation similar in form
to the original Schrödinger equation, but with modified masses
and interparticle forces. The question remains as to whether a
Dirac-like equation (with first-order spatial derivatives and not
second-order ones) could also emerge from scaling arguments.
Here, Dirac-like equations are derived for many-fermion systems
with arbitrary interaction strength. The theory starts with an
ansatz for the wave function’s dependence on the N-particle
configuration, i.e., both by direct means and by indirect means
via a set of order parameters. A multiscale approach based on
this ansatz yields a coarse-grained wave equation with Dirac-
like character under specified, but rather general, conditions.

Coarse-grained equations for N-particle Newtonian systems
have been derived via multiscale analysis of the classical
Liouville equation.4-11 This approach starts with an ansatz on

the dependence of the N-particle probability density. Here, we
extend this theme to quantum systems, deriving a coarse-grained
wave equation with modified Dirac character via multiscale
analysis of the N-fermion wave equation.

The Dirac equation describes the dynamics of a set of wave
functions. The question arises as to how a set of wave equations
could arise from the single Schrödinger equation that is the
starting point of our analysis. The possibility of such behavior
already emerged in the classical N-atom problem when there
were multiple conserved or other slow variables involved in
the phenomenon of interest.6 In the present development, we
show that the analogue of this effect is the existence of ground
state degeneracy, and its implications for the behavior of low-
lying, long-scale excitations from them.

The overall objective of the present study is to derive a scaling
law for many-fermion systems and demonstrate it for electron
phenomena. We start with an ansatz on the behavior of the wave
function and a scaling parameter, notably the ratio ε of the
average nearest-neighbor distance to the characteristic length
of the phenomenon of interest (e.g., the size of a nanoparticle
or wavelength of a density disturbance). The ansatz on the wave
function, and the appearance of ε in the wave equation that
results from it, enables an analysis that results in a coarse-
grained wave-equation for long-scale excitations from the
ground state. This course-grained equation enables one to
validate the original ansatz via a self-consistency argument. It
also implies a numerical scheme to simulate the long-time
dynamics of many-fermion systems over long time periods.

Path integral methods have been used to simulate quantum
systems.12 However, the time steps required (e.g., 10-14 s)
severely limit the applicability of the method when many-
particle, long-time processes, and calibration-free theory are of
interest. In contrast, a path integral approach based on a coarse-
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grained wave equation only requires a long time step, i.e., one
related to the long-time phenomenon of interest.

In our approach to many-particle quantum or classical
systems, we identify order parameters, i.e., variables that track
the larger scale motions of particles singly or collectively. We
make the ansatz for the dependence of the wave function on
the N-particle configuration both by direct means and by indirect
means via the order parameters. The ansatz is then tested by
(1) demonstrating that the wave equation does yield such
solutions and (2) determining conditions under which this ansatz
is self-consistent. We demonstrate self-consistency when (1) the
ratio of the average nearest-neighbor distance to the length-
scale characteristic of the phenomenon of interest (e.g., the size
of a nanotube or nanowire) is small and (2) the system is close
to the ground state.

Derivation of the scaling law for Dirac-like behavior is
presented (section II). Properties and general implications of
the law are provided (section III). A preliminary validation of
the scaling law is attained via standard quantum computations
(section IV). Conclusions are drawn (section V).

II. Deriving the Dirac-Like Scaling Law via Deductive
Multiscale Analysis

In analogy with other multiscale approaches to quantum2,3

and Newtonian4-11 many-particle systems, we start with an
ansatz on the wave function Ψ and derive a coarse-grained wave
equation. The result is that many-particle systems display one
of a set of long space-time behavior depending on the nature
of the particles and their interactions. Here we focus on
one such scaling law that, despite the second-spatial derivative
nature of the Schrödinger equation, is first-order in spatial
gradients.

Consider an N-fermion system described by the configuration
r_ ) {rF1, ..., rFN}. However, Ψ can have multiple types of
dependencies on r_, e.g., that describing variations on the scale
of the average nearest-neighbor distance, and that from the size
of a large cluster, a droplet, or the wavelength of a density
disturbance. Let ε be the ratio of the average nearest-neighbor
distance to the characteristic length of the aforementioned
phenomena. For example, consider a one-dimensional array of
molecules of length L, while l is the size of one molecule in
the array. In that case, ε ) l/L. An objective of the present
analysis is to determine how low-lying excitations from the
ground state of the overall system behave for smallε. We make
the ansatz that Ψ depends on both r_ and R_ ≡ εr_, the latter
characterizing large-scale phenomena. This is not a violation
of the number of degrees of freedom; rather, it is an expression
of the multiple distinct ways in which Ψ depends on r_. In like
manner, we expect Ψ can depend on time t both directly and,
through a set of scaled times t_ ) {t1, t2, ...} for tn ) εnt,
indirectly. Letting t0 ) t to symmetrize the notation, we arrive
at the multiscale ansatz

Our objective is to show that this dependence can be self-
consistently constructed for small ε. This is the starting point
of our derivation of a scaling law for many-fermion systems.

The wave equation for N-identical fermions is

for kinetic and potential energy operators K and V. When the
ansatz (1) is placed into the wave equation (2), the chain rule
implies

The form of the operators H0, H1, and H2 follow from (1) and
the chain rule. Let the potential V be written V0 + εV1 + ε2V2

as discussed further below. With this, the Hamiltonian operators
take the form

where ∇0 and ∇1 are gradients with respect to r_ at constant R_
and with respect to R_ at constant r_, respectively; ∇0

2 and ∇1
2

are the corresponding Laplacians. The operator H0 is a Hamil-
tonian describing the short space-time dynamics of the system
and follows from the choice of V0, the N-particle potential with
long-scale interactions removed. H1 and H2 emerge from the
ansatz (1), the chain rule and that V ) V0 + V1ε + V2ε2, where
V - V0 accounts for the long-scale interactions (see below).

In what follows, we solve (4) as an expansion in ε, i.e., Ψ )
Σn)0

∞ εnΨn. It is the explicit appearance of ε in the reformulated
wave eq 4 that enables the multiscale analysis.

Our focus is on slowly varying disturbances from the ground
state, i.e., taking the convention that the ground state energy is
zero, Ψ is independent of t0 as ε f 0. In this case, the lowest
order wave function in the small ε analysis, Ψ0, takes the form

where Ψ̂k is the kth of the Nd degenerate ground states of H0 (k
) 1, ..., Nd). The ground state, and hence V0, is chosen such
that H0Ψ̂k ) 0 for k ) 1, ..., Nd. The factors Wk(R_,t_) will be
shown to be coarse-grained wave functions and are determined
as follows.

To O(ε) the multiscale wave equation implies

This equation admits the solution

Ψ(r_,R_,t0, t_;ε) (1)

ip
∂Ψ
∂t

) HΨ (2)

H ) K + V (3)

ip∑
n)0

∞

εn∂Ψ
∂tn

) (H0 + εH1 + ε2H2)Ψ (4)

H0 ) - p
2

2m
∇0

2 + V0(r_,R_) H1 ) - p
2

m
∇0 · ∇1 + V1

H2 ) - p
2

2m
∇1

2 + V2(r_,R_) (5)

Ψ0 ) Ψ̂k̂(r_,R_) Wk(R_, t_) (6)

(ip
∂

∂t0
- H0)Ψ1 ) -ip

∂Ψ0

∂t1
+ H1Ψ0 (7)
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Here S(t0) denotes the evolution operator exp (-iH0t0/p); Ψ1
� is

the initial value of Ψ1 (i.e., at t0 ) 0). Constraints on the value
of Ψ1

� are only relevant when the development of O(ε2) is
considered; a more complete discussion of this point has been
presented in the context of the classical Liouville equation.10

To further the analysis, we introduce the complete set of
eigenstates |k〉 of H0. By definition, H0|k〉 ) �k|k〉 for energy �k.
For k ) 1, ..., Nd, �k ) 0 as these are taken to be the Nd

degenerate ground state wave functions (denoted alternatively
{Ψ̂1, ..., Ψ̂Nd

}). One may express Ω|k〉 for arbitrary operator Ω
in the |k〉:

Completeness of the set of |k〉, and the fact that the long-time
average of S(-t0)|k〉 for �k * 0 vanishes, imply

This long-time-expectation equivalence theorem plays a role
in the present multiscale analysis of quantum systems similar
to that of the Gibbs hypothesis for statistical mechanics as
applied to the analysis of the classical Liouville equation.9

Examination of (8) shows t0-divergent terms that signal the
breakdown of the development unless such terms counterbalance
each other. Thus if Ψ1 is well-behaved as t0 f ∞, then the
following condition must be met:

Since each |k〉 component (k ) 1, ..., Nd) of the equation must
hold, boundedness of Ψ1 implies

Exchange antisymmetry of the fermion system implies the Wk

are boson-like functions since the |k〉 are antisymmetric. We
suggest that (12) constitutes a Dirac-like model when the
R_-dependence of the factors involving the momentum terms is
weak, and is a more complex analogue for the general case.

An example of how V can be expressed in the form V0 +
εV1 is as follows. Consider the Coulomb 1/r potential. Rewrite
it via 1/r ) e-εκr/r + (1 - e-εκr)/r, for κ on the order of the
average nearest neighbor distance. Let R ) εr so that the
Coulomb interaction is now e-κR/r + ε(e-κR - 1)/R. More
generally, the exponential factor can be replaced by a decaying
function f(εr). With this formulation and an external potential
from ion cores on a lattice, electronic excitations can be
addressed with the present multiscale scheme.

III. Properties of the Generalized Dirac-Like Scaling
Law

A. Role of Antisymmetry. Antisymmetry of the ground
states |k〉 places strong constraints on the behaviors implied by
the scaling law of section II. A qualitative difference in the
implications of antisymmetry arises from cases with |k〉 inde-
pendent of, versus dependent on, R_.

Case I: |k〉 Independent of R_. Define Flkk′ via

If |k〉 is independent of R_, antisymmetry and relabeling dummy
integration variables imply

and the velocity-like variable is independent of l. This can be
seen more explicitly when writing out the matrix element 〈k|pFl
|k′〉 in terms of the spatial representation Ψ̂k of the ground state
wave functions (see below). Since uFkk' is l-independent for the
present case, the Flkk′ term in the scaling law corresponds to a
pervasive flow. Thus, there is a velocity uFkk' whose direction is
related to the ground states.

Case II: |k〉 Dependent on R_. For this situation

The l-dependence of the second term is as follows.

For l ) 1, for example, an auxiliary quantity alkk′ is introduced
as follows

By antisymmetry

Ψ1 ) S(t0)Ψ1
� - ipt0 ∑

k)1

Nd

Ψ̂k

∂Wk

∂t1
-

∑
k)1

N ∫-t0

0
dt0′ S(-t0′) H1(Ψ̂kWk) (8)

Ω|k〉 ) ∑
k')1

∞

|k'〉〈k'|Ω|k〉 (9)

lim
t0f∞

1
t0
∫-t0

0
dt0′ S(-t0′)Ω|k〉 ) ∑

k′)1

Nd

|k′〉〈k′|Ω|k〉 (10)

ip∑
k)1

Nd

|k〉
∂Wk

∂t1
) - 1

m ∑
k,k′)1

Nd

∑
l)1

N

|k〉〈k|pFl〉 · pFl(Wk|k'〉) +

∑
k′)1

Nd

〈k|V1|k'〉Wk' (11)

ip
∂Wk

∂t1
) p

m ∑
k′)1

Nd

∑
l)1

N

〈k|pFl〉 ·
∂(Wk′|k'〉)

∂ RFl

+

∑
k')1

Nd

〈k|V1|k'〉Wk' -
1
m ∑

k′)1

Nd

∑
l)1

N

〈k|pFl ·
∂

∂ RFl

|k′〉Wk′ (12)

Flkk' ) 〈k|pFl · PFl(Wk'|k'〉) (13)

Flkk' )
puFkk'

i
·
∂Wk'

∂ RFl

uFkk' ) 〈k|pFl|k'〉 (14)

Flkk' ) 〈k|pFl|k'〉 · PFlWk + Wk′〈k|pFl · PFl|k'〉 (15)

γkk' ) -p2 ∫ d3Nr Ψ̂k*(rF1,R
F

1,...,r
F

N,RFN)
∂

∂rFl

·

∂

∂ RFl

Ψ̂k'(r
F

1,R
F

1,...,r
F

N,RFN) (16)

p
i
a1kk′ ) 〈k|pF1|k'〉 )

p
i ∫ d3Nr Ψ̂k*(rF1,R

F
1,...,r
F

N,RFN)
∂

∂rFl

Ψ̂k'(r
F

1,R
F

1,...,r
F

N,RFN) (17)
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While rF1 can be renamed rF2, and conversely for rF2 since r_ is

being integrated over, it is seen that RF1 and RF2 cannot be
relabeled in a similar manner since they are not integrated over.
Thus γlkk′, and similarly 〈k|pFl |k′〉, depend on l

Both Cases. Antisymmetry places strong constraints on the
implications of the scaling law. As uFkk' is independent of l and
R_ when the |k〉 are independent of R_, all particles move
coherently and lose all identity. When the |k〉 are R_-dependent,
the dynamics is more complex. That γlkk′ is l-dependent implies
the dynamics varies across the system (due to the R_ dependence
of 〈k|pFl |k′〉).

B. Role of Long-Scale Dependence. As shown in the above,
the R_ dependence of the ground states preserves some measure
of particle label identity in the 〈k|pFl |k′〉. This R_-dependence
can arise not only from the separation of the potential energy
into long and short-scale contributions (as in section II) but also
from the finite size of a system (e.g., a quantum dot, supercon-
ducting nanowire, cluster of molecules with degenerate ground
states). To illustrate the latter, but not to restrict the applicability
of the present formulation, Ψ̂k can be in the form of a Slater
determinant of single-particle functions Ψ. The latter could, for

illustrative purposes, be written Ψs(rF,t) Ψl(RF,t) where super-
scripts s and l indicate short and long scale dependence. The
Ψl factor confines the particle to the finite system while Ψs

provides the short-scale structure required to accommodate the

exclusion principle. Dependence of |k〉 on RF could also be
created by the imposition of an external field.

C. Traveling Waves. Consider linear arrays of molecules
with degenerate ground states. The long-scale behavior required
as noted in subsections IIIA,B are provided here via the length
of the array of molecules. We suggest that traveling wave
concepts could apply since molecules are 3-D objects; the
terminal molecules at the end of the linear array could provide
a pivot point around which electrons can be redirected back
along the array. Thus the linear array of 3-D objects can be
described via periodic boundary conditions as applied to the
electron motion. In a similar way, leading to a slightly more
complex analysis than that presented below, excitations could
propagate across a spherical quantum dot.

When |k〉 is independent of R_, there are factorized solutions
to (12) if V1 is zero, i.e.,

The single particle functions wk(RF,t_) satisfies

Traveling wave solutions for the case of R_-independent |k〉 can
be obtained since uFkk'kk′ is R_-independent:

These traveling waves exist when there are nontrivial solutions
for the Bk:

This implies the dispersion relation

For those solutions to exist, ω must be real for some range of
qF that is determined by the structure of uFkk'.

IV. Validating and Interpreting the Scaling Law

A study of arrays of interacting molecules was undertaken
using Gaussian 0313 to assess the scaling law of section II and
to derive its implications for excitations in many-electron
systems. We focus on our conjecture that molecules with
degenerate ground states (of which there are many14-18) can
display Dirac-like behavior when assembled in an array. C3H3

was selected for this assembly study because it is small and
has multiple ground states. The frontier orbital of C3H3 has E′′
symmetry according to its D3h point group (Figure 1). The main
character of these two degenerate E′′ orbitals is from the
carbon’s p-orbital. Both E′′ orbitals are π-type, being either an
in-phase or out-of-phase combination of these p-orbitals (bottom
of Figure 1). With a single electron to fill these two degenerate
E′′ orbitals, the system supports two electronic configurations
(ground states). One state has the single electron in the first of
two degenerate E′′ orbitals (state 1), while the electron is in the
other for state 2 (Figure 1).

Quantum mechanical (QM) computations were carried out
using DFT (density functional theory) via Gaussian 03 because
it has the accuracy to reproduce results similar to ab initio
methods but with less CPU time. The geometry-optimization
on C3H3 was carried out with the Becke hybrid exchange
functional and the Lee-Yang-Parr correlation function
(B3LYP).19,20 These calculations were performed with the Pople
basis sets (6-31++G(d′,p′)21-24 polarization functions (denoted
“d”, “p”, for angular flexibility to represent regions of high
electron density among bonded atoms).25 The diffuse function,
which represents the tail portion of the orbital, was added to
both carbon and hydrogen to account for the long-distance
interactions among the C3H3 that we expect to be relevant for
long-scale excitations.

Electron density was examined to determine configurations
favoring electron hopping between neighboring C3H3 units and
across the assembly. Arrays of favorably oriented C3H3 units
were simulated and excited states examined computationally.
Linear arrays of up to 30 C3H3 were configured on the basis of

a1kk' ) ∫ d3Nr Ψ̂k*(rF1,R
F

2,r
F

2,R
F

1,...,r
F

N,RFN)
∂

∂rF2

·

∂

∂ RF1

Ψ̂k(r
F

1,R
F

2,r
F

2,R
F

1,...,r
F

N,RFN) (18)

Flkk' ) uFkk'

∂Wk′

∂ RFl

+ γkk'Wk' (19)

Wk ) ∏
l)1

N

wk(RFl, t_) (20)

∂wk

∂t1
+ ∑

k')1

Nd

uFkk' ·
∂wk'

∂ RF
) 0 muFkk′ ) 〈k|pFl|k'〉

(21)

wk(RF,t1) ) Bk exp(i[qF · RF - ωt1]) (22)

∑
k')1

Nd

[ωδkk' - qF · uFkk']Bk' ) 0 (23)

det[ωI + qF · u] ) 0 (24)
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optimized-geometry by the aforementioned QM methods. Spac-
ing between C3H3 molecules was determined to be at 2.7 Å
(Figure 2). The total energy of two C3H3 molecules slowly
decreases as two molecules approach each other and then rises
up rapidly after 2.5 Å.

These C3H3 molecules are arranged along the c-axis (Figure
6), all having the same orientation but translated in the
c-direction to provide the linear array structure. There is no
chemical bond formed at 2.7 Å, but there is a minimum in total
energy, as shown in Figure 2. Excitation energy as a function
of the number of C3H3 in a linear array provided a test of the
scaling law of section II. We investigated three approaches for
estimating the excitation energy: (a) the energy difference
between the highest occupied molecular orbital (HOMO) and
lowest unoccupied molecular orbital (LUMO), (b) the excitation
energy from the semiempirical Hartree-Fock intermediate
neglect of differential overlap method (ZINDO),26 and (c)
excitation energies of the lowest excited states from time-
dependent DFT (TD-DFT).27 Both the ZINDO and time
dependent density functional theory (TD-DFT) methods have
been widely used in studying the absorption wavelength of
conjugated systems28-30 these studies show that TD-DFT
provides an efficient means for computing excited states of
chemical systems.31-33 Some studies show remarkable agreement
with the experimental results such as UV-vis.34-37

Examining simple cases of the scaling law (11) suggests that
the excitation energy should vary inversely with the number of
molecules in a linear array (Figures 3-5 and section IIIB).
Although the HOMO-LUMO gap follows the same trend as

that predicted from ZINDO and TD-DFT (Figure 3), the values
of the excitation energies do not agree quantitatively. A recent
study shows that TD-DFT methods generally are more accurate
than ZINDO in predicting the UV absorption spectra of
delocalized molecules such as phenylamino compounds; predic-
tions improve when diffuse functions were added to the basis
functions.28 The electronic transition properties simulated here
include the maximum excitation energy (eV) and corresponding
oscillator strengths. For comparison, only the first transition with
minimum oscillator strength of 0.1 was considered. We en-
countered similar computational cost and convergence difficul-
ties due to the size and symmetry imposed as reported in ref
38; therefore, TD-DFT results were only obtained for up to 12
C3H3 molecules.

While predicted excitation energy decreases with the increas-
ing number of molecules in the linear array (as suggested by
section section IIIB), eventually in our preliminary simulations
the excitation energy fluctuates (Figures 3 and 5). This fluctua-
tion is likely a consequence of numerical difficulties due to the
low excitation energy and inaccuracies in the QM method used.

Next we used the QM optimized geometry to build a periodic
array of C3H3 molecules. Two types of periodic cells (rectangle
shape with symmetry of P1) were used: one cell has parameters

Figure 1. Schematic representation of two degenerate states (states 1
and 2) of C3H3 (above). The shape and nodal representation of these
two E′′ orbitals are also shown (below).

Figure 2. Total energy vs distance between two C3H3 molecules. The
energy stabilizes slowly before 2.7 Å and rises up rapidly when the
distance of two C3H3 molecules further decreases.

Figure 3. HOMO-LUMO gap versus the number of C3H3 molecules
in a linear array calculated using Gaussian 03 with 6-31++G(d′,p′)
and the B3LYP method.

Figure 4. ZINDO simulation of the lowest excitation energy of C3H3

molecules in a linear array for up to 30 C3H3.

Figure 5. TD-DFT simulation of the lowest excitation energy of C3H3

molecules in a linear array was limited to 12 molecules due to
computational cost. Calculations were carried out by Gaussian 03 using
6-31++G(d′,p′) with the B3LYP method.
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of a ) b ) 20 Å and c ) 1.35 Å (Figure 6). This corresponds
to face-to-face C3H3 distance of 2.70 Å, the same as that for
the above QM simulations. The values of a and b were adopted
to ensure the cell was large enough (20 Å) to isolate the linear
array of C3H3 molecules; the other type of periodic cell was
for a ) 6, b ) 5 and c ) 1.35 Å.

Differences in the electronic structure between these two cells
provides additional information on the interaction among C3H3

units. Because this cell is repeated along the a, b, and c
directions, the cell with a ) b ) 20 Å closely approximates
linear arrays of C3H3 units too far apart to have any interaction
along the a or b direction. DFT calculations were performed
on these two types of cells to produce band structure and density
of states (DOS). All calculations were performed using the
CASTEP module in Accelry’s Material Studio 4.1,39 with which
we used a gradient-corrected (GGA) functional for the plane-
wave expansion of the single particle wave function and PW91
exchange-correlation potentials.40 Polarized spin was used in
the simulation because of the open-shell of C3H3. An energy
cutoff of 310 eV was used for the plane wave basis set and the
Brillouin zone was represented by 180 points in reciprocal space.

In Figure 7 we show the energy-band structure for the large
cell (a ) b ) 20 Å) for the periodic array of C3H3 units,
equivalent to a one-dimensional array of C3H3 units along the
c-direction. The energy-band structure plot shows the strong
interaction and delocalization of the valence electrons. The DOS
plot on the right shows the nonzero density of states at the Fermi
level, suggesting no energy gap. This agrees with the prediction
that excitation energy should decrease with increasing number
of units in the linear array. The band structure and DOS plot of
the smaller cell (a ) 6, b ) 5 Å) reveals band features (not
shown) similar to those of Figure 7 for the large cell (a ) b )
20 Å). However, the intensity of the DOS of the smaller cell is
0.5 eV less than that of the large cell. This could contribute to
possible interactions along the a- and b-directions in the small
cell that remove electrons from the π-frontier orbitals.

Further investigation on the impact of c-direction elongation
on DOS structure was also undertaken using the CASTEP
module in the Materials Studio. Figure 8 shows the DOS plot
of C3H3 units in a linear array along the c-direction. Each DOS
plot is for a cell of 20 × 20 × c, for c varying from 2.1 to 4.7
Å. From Figure 8, it is seen that the contour at the Fermi level
changes greatly when c varies from 2.1 to 4.7 Å. When the
distance between C3H3 units is larger than 2.9 Å along the
c-direction, the DOS shows a more localized intense band above
the Fermi level, reflecting isolated C3H3 character. When the
distance between C3H3 units is in the range 2.5-2.9 Å along
the c-direction, the DOS at the Fermi level increases signifi-
cantly. This is consistent with the QM simulation, which has a
minimum in the ground state energy of a C3H3 dimer at 2.7 Å
separations. For a one-dimensional array of C3H3 units, when
the interunit distance is 2.3 and 2.1 Å, Figure 8 shows the DOS
intensity at the Fermi level is lower than that for an interunit
distance of 2.5-2.9 Å. This suggests the tendency for forming
bonds among C3H3 units. The delocalization of electron density
across the array of C3H3 molecules is illustrated in Figure 9
where the electron density difference between the neutral and
positive (+1) charged four C3H3 molecules is seen to be spread
across the array.

In summary, both the QM simulations for a finite one-
dimensional system and the periodic array of C3H3 units suggest
that the excitation energy decreases inversely with the number

Figure 6. Schematic depiction of the cell (a, b, c) used in periodic
array simulations.

Figure 7. Electronic structure of the cell used to generate a 3-D array
of C3H3 with a ) b ) 20 Å and c ) 1.35 Å. The energy-band structure
on the left is measured from the Fermi energy level (dotted line) and
plotted along the c-direction of the cell in reciprocal space; the
corresponding total DOS is plotted on the right.

Figure 8. DOS of C3H3 units in a linear array with different cell sizes
(fixed a ) 20, b ) 20, and c ranging from 2.1 to 4.7 Å). The horizontal-
axis is the energy level and the vertical axis is the DOS. The dotted
line indicates the Fermi level.

Figure 9. Electron density difference between the neutral and positive
(+1) charged four C3H3 molecule array. The extensive and delocalized
electron density suggests electron density disturbances is distributed
across the array, suggesting the long-scale nature of excitations in the
system.
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of molecules in a linear array. Eventually, such excitation
energies vanish as the number of molecules approaches infinity.

V. Conclusions

Generalized Dirac-like behavior in fermion systems was
shown to follow from the scaling of low-lying, long spatial scale
excitations in systems with degenerate ground states. While
lattice structure affects the character of the ground states, it was
shown that, even if interparticle forces are strong (and classic
noninteracting quasi-particle concepts break down), scaling and
degeneracy can evoke pseudorelativistic behaviors.

The generality of the approach indicates that such behaviors
can exist in a variety of systems. Solids or thin films constituted
of molecules with degenerate ground states14-18 are likely
candidates. Degeneracies that could also underlie these behaviors
occur in arrays of interacting quantum dots,41,42 and for bosons
and fermions in optical lattices.43 A re-examination of the present
development suggests that pseudorelativistic behaviors could
arise in boson systems. We suggest that a variety of pseudorela-
tivistic quantum phenomena awaits exploration experimentally.

The results obtained in section II could also be applied to
systems with nondegenerate ground states. In the presence of
external applied fields, the expectation value of the single-
particle momentum need not be zero.

Quantum computations on C3H3 showed that long-scale
excitations have energy that decreases with characteristic length.
If the single-particle momentum transition moments are inde-
pendent of the long scale and the matrix elements of the
correction to the potential (V1) are small, then the excitation
energy decreases inversely with the number of C3H3 in a linear
way, as suggested in section IIIB. While the excitation energy
does decrease with the number of molecules in the linear array,
it does so in a more complex fashion. This is likely because of
inaccuracies in the QM calculations for large numbers in the
linear array and other factors (e.g., V1, the structure of the
transition moments, and possible higher order corrections from
the scaling analysis, notably when the transition moments
vanish).

Coarse-grained wave equations (section II) operate on long
space-time scales. Thus a path integral method12 based on the
coarse-grained wave equation holds great promise for achieving
long time simulations in many-particle quantum systems.
Finally, the theory is not restricted to systems with degenerate
ground states. The temporal response of a system subjected to
a time-dependent, slowly varying external field could be
examined to understand the long spatial scale migration of
particles.
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