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Prediction of the fate and environmental impacts of groundwater contaminants requires the
identification of relevant biogeochemical processes and necessitates the macroscopic
representation of microbial activity occurring at the microscale. Using a well-studied sandy
aquifer environment, we evaluate the importance of pore distribution on organic matter
respiration in a porous medium environment by performing spatially explicit simulations of
microbial metabolism at the sub-millimeter scale. Model results using an idealized porous
medium under non-biofilm forming conditions indicate that while some heterogeneity is
observed for flow rates, distributions of microbes and dissolved organic substrates remain
relatively homogenous at the grain scale. At the macroscale in the same environment, we assess
the impact of a comprehensive reaction network description for a phenolic contaminant plume,
and compare the findings to a setting describing organic matter breakdown in a coastal marine
sediment. This comparison reveals the importance of reactions recycling reduced metabolites at
redox interfaces, leading to a competition for oxidants. When the spatio-temporal dynamics of
microbial groups are accounted for, our simulations show the importance of reaction energetics
and nutrient limitations such as microbial nitrogen demands.
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1. Introduction

Toassess thepersistenceand fate of nutrients, contaminants,
and pathogens in aquifers, it is necessary to understand their
biogeochemical and transport behavior. Their spatio-temporal
distribution depends on sorption and transport characteristics
and chemical transformations, many of which are microbially
mediated. Challenged by sparse observational data in subsur-
face environments, predictions of the fate of these substances
typically rely on computational approaches. Models that couple
transport processes with reactions result in tight interactions
ciences, University o
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between a multitude of chemical species. They are commonly
used to quantitatively assess biogeochemical dynamics in
aquifers and have provided significant insight into contaminant
transport and decisionmaking support (e.g. Cygan et al., 2007).
While a comprehensive treatmentof reactive transport relies on
conservation of mass, momentum, and energy (Steefel et al.,
2005), in practice most models are based only on mass balance
equations. For a single fluid phase, the governing equations for
the various constituents are of the form (e.g.Miller et al., 1998):

∂
∂t ðθρciÞ = −∇⋅ð j + vθρciÞ + ∑R ð1Þ

where θ is fluid volume fraction, ρ is density, ci is mass fraction
of entity i, v is the advection velocity vector,ΣR is the net impact
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of reactions R, and j denotes non-advective transport fluxes,
whichare typically described as a diffusive termwith adiffusion
tensor D so that j=−θρD∇c.

Some features in such reactive transport models can pose
limits to their applicability. First, they relyonbulkproperties that
are averages over a representative elementary volume (REV;
Zhang et al., 2000). In porous media, REVs must encompass
several grains, implying that heterogeneity below that scale can
beproperly parameterized or has a negligible impact on reaction
rate estimates (e.g. Szecsody et al., 1998; Wood et al., 2007).
Second, description of transport processes via the use of a
diffusion tensor assumes that non-Fickian transport is of minor
importance (Hassanizadeh, 1995; Levy and Berkowitz, 2003).
Third, use of Eq. (1) implies that the reaction network can be
identified and parameterized. In order to do so, a finite set
of reactions needs to be selected to represent a system of
tremendous natural complexity, involving not only transforma-
tions in solution, surface catalysis, and precipitation and
dissolution ofmineral phases, but also the activity and dynamics
of microbial populations. Volumetric reaction rates vary with
abundance, distribution, metabolic capability, and cell-specific
activity of microbial populations. The microbial community has
the potential to both modify and adjust to environmental
conditions through changes in community composition, altera-
tions of activity levels, chemotactic movement and metabolic
plasticity (e.g. Ginn et al., 2002; Pett-Ridge and Firestone, 2005).

Due to the central role of organics as energy sources for
subsurface microbial life and the importance of redox condi-
tions for the fate of contaminants, many studies of elemental
cycling in porousmedia either focus directly or indirectly on the
breakdown of organic compounds and the associated use of
electron acceptors. Organic matter mineralization can be
conceptualized as fermentation and hydrolysis of high molec-
ular weight compounds producing low molecular weight
substances such as acetate and other volatile fatty acids as
well as H2, which then get respired through terminal
metabolism, consuming electron acceptors such as O2, nitrate,
metal oxides and sulfate (Lovley and Goodwin, 1988; Jakobsen
et al., 1998). The evolution of reactive transport modeling to
elucidate the dynamics of elemental cycling has involved an
increase in the complexity of the reactions. For example,McNab
and Narasimhan (1994, 1995) developed a model to simulate
the attenuation and breakdown of petroleum hydrocarbons in
an aquifer, employing a partial equilibrium approach, while
Jakobsen and Postma (1999) used this approach to study iron
oxide reduction, sulfate reduction, and methanogenesis in a
shallow aquifer. Mayer et al. (2001) presented a fully kinetic
model to describe contaminant dynamics along flow lines in a
contaminant plume over an∼50 year period utilizing reactions
involved in the degradation of phenol coupled to terminal
electron accepting processes. Emphasizing the importance of a
comprehensive reaction network, Hunter et al. (1998) devel-
oped a fully kinetic model that included mineral precipitation
and a suite of secondary reactions describing the reoxidation of
reduced metabolites produced in the breakdown of organic
matter in an aquifer, similar to the work of Boudreau (1996),
Soetaert et al. (1996), and Van Cappellen andWang (1996) on
early diagenesis in marine sediments. Recent studies have also
taken into account thermodynamic constraints on both abiotic
and microbially mediated reactions or focused on improving
representations of microbial activity. For example, Jakobsen
and Cold (2007) implemented energy constraints on reactions
in a sandy aquifer while Jin and Bethke (2003), based on the
work of Boudart (1976), developed a reaction rate expression
which accounts for the energy available in the microbe's
environment through a dependency on theGibbs free energy of
reaction. The effect of microniches – i.e. scales typically not
resolved explicitly – on redox processes has been investigated
(e.g., Jakobsen, 2007; Sochaczewski et al. 2008), and numerous
studies have quantified the effect of pore scale substrate
heterogeneity on reaction rates in reactiveflows in soil columns
(e.g., Raje and Kapoor, 2000; Gramling et al., 2002), at
stationary reaction fronts (e.g., Meile and Tuncay, 2006), or
on mineral dissolution under a variety of environmental
conditions (e.g., Li et al., 2006, 2008).

In this study we assess the impact of three factors that may
limit the applicability of reactive transport models in low-
temperature subsurface environments: (i) pore scale hetero-
geneity in substrate distribution and its effect on microbial
processes, (ii) impact of the scope of the reaction network
considered on predicted metabolite distributions and process
dynamics, and (iii) role of constraints on microbial population
dynamics.We address these issues in the setting of a sandstone
aquifer (Sherwood aquifer,WestMidlands,UK)with aphenolic
contaminant plume that has been documented extensively in
the literature (Thornton et al., 2001a,b; Mayer et al., 2001;
Watson et al., 2005). First, we focus onflow fields and substrate
availability at the grain scale. Simulations of flow and reaction
are performed in a two-dimensional representation of a porous
medium taken from the Sherwood aquifer to assess if pore scale
heterogeneity in substrate and biomass distributions is likely to
occur under conditions that are representative for the metab-
olism of dissolved organic matter. Second, macroscopic
reaction transport simulations are performed that extend the
work of Watson et al. (2005), who modeled the contaminants
originating from a coal tar distillation plant which have been
penetrating into the aquifer since the early 1950s. The effect of
the comprehensiveness of the reaction network is evaluated by
assessing the impact of additional reoxidation reactions and
mineral precipitation. The findings are then compared to the
roles of these additional reactions in early diagenesis in a
coastal marine sediment. Controls on microbial populations
and their interactions with the geochemical environment are
considered by integration of explicit descriptions of functional
microbial groups into reactive transport models.

2. Methods and applications

2.1. Pore scale model

To investigate the interplay between transport of chemi-
cals and microbial dynamics, simulations at the pore scale are
performed. The flow field is required in themass conservation
equations for chemical and biological constituents and is
solved using the incompressible Navier–Stokes equations:

ρ
∂u
∂t −η∇2u + ρðu⋅∇Þu + ∇p = 0

∇⋅u = 0
ð2Þ

where ρ is fluid density (1000 kg m−3), u is the velocity vector,
p is pressure, and η is the dynamic viscosity (0.001 Pa s). The
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domain is derived from a 2D image of a porous medium
depicting grains and pore space (see below) and is established
by flipping the image horizontally and/or vertically. The
resulting four components are joined together so that the
pore structures match up at all boundaries. Fluid flow is
produced by an imposed horizontal macroscopic pressure
gradient, and no flow conditions are imposed at grain surfaces.
Periodic boundary conditions for flow velocities are imposed
between the left (inflow) and right (outflow) sides and the top
and bottom of the domain (in Fig. 1).

The biogeochemistry considered is simplified and is
represented by concentrations of acetate (C) and biomass in
solution (B) and on the grain surfaces (Bsfc, expressed per area)
only. The governing equations take into account advection,
diffusion and reaction:

∂C
∂t = ∇⋅ðDc∇CÞ−u⋅∇C−RacB + Rprod ð3Þ

∂B
∂t = ∇⋅ðDB∇BÞ−u⋅∇B + gRacB−μBB ð4Þ

∂Bsfc

∂t = gRacBsfc−μBBsfc + Rex ð5Þ

where DC and DB are the diffusion coefficients for acetate and
biomass in solution, Rprod is the volumetric acetate production
rate through fermentation, Rac is the cell-specific rate of acetate
consumption, g is the growth efficiency, Rex is the net exchange
rate due to adsorption and desorption of bacteria to and from
grain surfaces (see Eq. (6) below), and μB describes the rate of
cell death (see next paragraph). Acetate uptake by surface
attached bacteria is accounted for via a flux condition at the
grain surface, n·(−DC∇C+uC)=−RacBsfc, where n is the
outward normal vector to the grain surface. Continu-
ity across connected interfaces is ensured. Boundary condi-
tions for biomass concentrations are established in the
same fashion, except that at the grain surface, the flux is
set equal to the net rate of attachment and detachment (Rex),
i.e. n· (−DB∇B+uB)=Rex. Two-dimensional representa-
tions of grain geometries are implemented in thefinite element
simulation environment COMSOL. Pore space is discretized into
Fig. 1. Porous media represented as a cylinder by folding the top and bottom of the
(µM) is depicted in the shaded regions. Arrows represent fluid flow with arrow siz
∼135,000 triangular finite elements. Fluid flow is computed
using a direct solver (UMFPACK). Subsequently, steady state
distributions of the remaining state variables (C, B, Bsfc) are
solved forusing constant initial conditions (1×10−4 Macetate;
0.04 grams dry weight (gdw) m−3 biomass) and employing
UMFPACK.

Pore scale simulations are performed for a grain arrange-
ment from the Sherwood sandstone aquifer using an image
from Scott and Barker (2005) of size 2.3 by 1.76 mm. Porosity
(θ) is 0.44, and the pore volume to grain surface area sVA is
approximately 5.4×10−5 m. The macroscopic pressure gradi-
ents are chosen so that mean flow velocities computed are
consistent with that seen in the phenol contaminant plume
(Watson et al., 2005), on the order of 2×10−7 m s−1. The
diffusion coefficient for acetate is set to10−9 m2 s−1 (Boudreau,
1996) and for biomass is set to 10−10 m2 s−1. Acetate
production is set to Rprod=10−8 mol m−3 s−1 to be consistent
with phenol breakdown rates seen inWatson et al. (2005), and
is distributed evenly throughout the domain. Acetate consump-
tion is defined usingMonod kinetics, Rac = kac C

Kmac + C, with the
half saturation constant Kmac set to 10 μM and amaximum rate
kac=20mmol gdw−1 hr−1 (Esteve-Núñez et al., 2005). The
growth efficiency, g (Eq. (5)), is defined as a function of the
acetate concentration based on cell model results and reaches
about 4.4gdw molacetate−1 under replete substrate conditions and
approaches 0 at approximately 0.5 µM acetate levels (King
et al., 2009). Acetate concentrations below this threshold are
not sufficient to sustain growth as cell maintenance require-
ments exceed ATP production (King et al., 2009), and cell death
occurs at a rate of 1% of the maximum growth rate. Following
Murphy and Ginn (2000) and Saiers and Hornberger (1996),
microbial surface attachment and detachment (Rex) are given
by:

Rex =
kads
sVA

ðΓmax−BsfcÞ
Γmax

B−kdesBsfc ð6Þ

where Γmax is the maximum surface coverage of microbes on
the grains (0.04 gdwm−2) calculated frommonolayer coverage
assuming a rectangular bacterial shape of size 0.4µm×2.5 µm
(Seeliger et al., 1998) and a cell dry weight of 40 fg, kads is the
cell surface attachment rate of 2.1×10−3 s−1, and kdes is the
domain together. Modeled acetate concentration in the pore scale simulation
e proportional to the velocity in the pores.
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cell surface detachment rate of 1.2×10−5 s−1 (Bradford et al.,
2002). This simplified representation limits surface attached
bacteria to a monolayer with no significant feedback on fluid
flow. Hence, it cannot represent the formation of biofilms that
can lead to heterogeneity at the pore scale (e.g. Davison et al.,
1997; Suchomel et al., 1998). Also, while there is no
independent observation validating the flow field, by comput-
ing hydraulic conductivity from pore scale simulations and
comparing them to experimentally determined values in larger
scale experiments, Narsilio et al. (2009) showed the validity of
Navier–Stokes pore scale simulations in a comparable setting.
Finally, our pore scale model does not account for bimodal
porosity distributions, which have been shown to lead to
preferentialflowpaths that can result in patchy distributions of
substrate and biomass at the cm scale (Coppola et al., 2009).
This is juxtaposed by considering only two rather than the
physical three spatial dimensions, which tends to underesti-
mate the connectivity of the pore network and hence promote
patchy distributions.

2.2. Large scale models

The macroscale reactive transport simulations are based
on the work byWatson et al. (2005) who studied the fate of a
contaminant plume using a 2D vertical aquifer cross section.
Their description included phenol breakdown as a two-step
process. The first step involved fermentative reactions pro-
ducing acetate, inorganic carbon, and H2 and the second step
considered the subsequent breakdown of these intermedi-
ates. The reaction network also included sorption reactions
involving iron phases and took into account the precipitation
of iron sulfides. In our approach, we adapted the reactive
transport model presented in Spiteri et al. (2008) to simulate
the spatio-temporal evolution of this phenol plume. In brief,
based on conservation of mass, the concentration field of a
solute (Ck, in mass per pore volume) is given by

∂θCk

∂t = ∇⋅ðD⁎∇CkÞ−∇⋅ðθvCkÞ + θRk ð7Þ

where θ is porosity, v is the flow velocity, and Rk is the net
reaction rate of species k in mass per time and pore volume.
The diffusion–dispersion tensor D⁎ is defined as

D⁎
ij = θDmδij + ðaL−aT Þ

vivj
jv j + aT jv jδij; ð8Þ

where Dm, δij, αL and αT are tortuosity corrected in situ
molecular diffusion coefficient, Kronecker symbol, and longi-
tudinal and transverse dispersivities, respectively (Scheideg-
ger, 1961). Solids and surface attached microorganisms are
assumed to be immobile, so that

dð1−θÞck
dt

= ð1−θÞrk ð9Þ

where ck is the concentration of compound k in mass per
solid volume, and rk is the net reaction rate of species k in
mass per time and solid volume.

The governing equations are discretized using a Galerkin
finite element formulation and forward Euler time stepping.
Transport and reaction operators are split (Steefel and
MacQuarrie, 1996) and in each timestep, the transport of
the solutes is first computed using a diagonally precondi-
tioned conjugate gradient solver (Reddy, 1993; Meile and
Tuncay, 2006). Subsequently, the set of coupled ordinary
differential equations representing the reaction network is
solved at each node using the VODE solver, employing
backward differentiation and full Jacobian settings (Brown
et al., 1989).

Equilibrium reactions describing the speciation and surface
adsorption of reactants are computed at the end of each
timestep through mass-action expressions that are simplifica-
tions of these complex reactions. Mass action is expressed as

aj = Kj ∏
nc

i
aqjii , where a denote activities, Kj is the equilibrium

constant, qji are the stoichiometric coefficients and nc is the
number of components. Mass conservation is ensured (to
within a tolerance of 1×10−10 mol m−3) bymatching the total
imposed mass of a component i (Ti) with the summed
contributions from all species (S) in which that element is

speciated, Ti = ∑
m

j
qji½Sj�, where m is the number of species.

Activities and concentrations are linked via activity coefficients
assuming an ionic strength of 0.1 and computed using the
Davies equations. Mass-action laws are linearized by a log
transformation, and the system ai← ai− J−1Yi, where

Yi = Ti−∑
m

j
qji½Sj� and J denotes the Jacobian matrix Jij =

∂Yi
∂aj
,

is solved iteratively using a Newton–Raphson root finding
procedure (Tadanier and Eick, 2002). In this manner, pH is
computedat each timestep fromthe local solution composition,
taking into account the acid–base equilibrium of the dissolved
inorganic carbon and sulfide species, precipitation and disso-
lution of iron sulfides, aswell as fast surface exchange reactions.

Simulations are performed at a well-characterized site
contaminated with phenolic compounds in the English West
Midlands (e.g. Thornton et al., 2001a,b; Mayer et al., 2001),
with a uniform horizontal plume propagation speed (vi) on
the order of 10 m yr−1. We compare simulations for a
number of reaction networks that differ in their complexity,
ranging from a set that only includes the oxidation of high
molecular weight organic matter and subsequent terminal
metabolism to a description that encompasses chemotrophic
and abiotic oxidation reactions that compete with the
heterotrophic respiration for electron acceptors, precipitation
reactions and microbial dynamics. The baseline reaction
network for the contaminant plume simulations follows
Watson et al. (2005), with the exception that their work
employs different kmax values inside and outside of the plume
while we employ one single value for each reaction. The
baseline network considers the fermentation of phenol, and
the subsequent respiration of H2, precipitation of iron
sulfides, as well as sorption reactions involving iron phases
(“baseline” network, consisting of primary (P) and equilibri-
um (E) reactions given in Table 1). The complexity of the
“baseline” network is increased by including the oxidation of
reduced species (secondary reactions (S) in Table 1) and
further expanded by taking carbonate mineral precipitation
and dissolution reactions into account (mineral reactions (M)
in Table 1). Parameters for secondary reactions were taken
from Hunter et al. (1998), except that the rate constants for
iron oxidation with O2 and methane oxidation with sulfate



Table 1
Reactions.

Reactions Stoichiometry Rate law (Fkin) a #

Primary reactions (P) b

Aerobic degradation C6H5OH+7O2+3H2O➔6HCO3
−+6H+ kmaxP1·M1,phenol ·M1,O2 P1

Denitrification C6H5OH+5.6NO3
−+0.2H2O➔6HCO3

−+0.4H++2.8N2 kmaxP2·M2,phenol ·M2,NO3· I2,O2 P2
Fermentation C6H5OH+5H2O➔3CH3COOH+2H2 kmaxP3·M3,phenol · I3,O2· I3,NO3· I3,phenol P3
Fermentation C6H5OH+17H2O➔6HCO3

−+6H++14H2 kmaxP4·M4,phenol · I4,O2· I4,NO3· I4,phenol P4
Manganese reduction H2+MnO2+2H+➔2H2O+Mn2+ kmaxP5·M5,H2· I5,O2· I5,NO3· I5,phenol P5
Iron reduction H2+2FeOOH+4H+➔4H2O+2Fe2+ kmaxP6·M6,H2· I6,O2· I6,NO3· I6,phenol P6
Sulfate reduction H2+0.25SO4

2−+0.25H+➔H2O+0.25HS− kmaxP7·M7,H2·M7,SO4· I7,O2· I7,NO3· I7,phenol P7
Methanogenesis H2+0.25HCO3

−+0.25H+➔0.75H2O+0.25CH4 kmaxP8·M8,H2· I8,O2·I8,NO3· I8,phenol P8

Secondary reactions (S)
Manganese oxidation Mn2++0.5O2+H2O➔MnO2+2H+ kmaxS1·[Mn2+]·[O2] S1
Iron oxidation Fe2++0.25O2+1.5H2O➔FeOOH+2H+ kmaxS2·[Fe2+]·[O2] S2
Iron oxidation by MnO2 2Fe2++MnO2+2H2O➔2FeOOH+Mn2++2H+ kmaxS3·[Fe2+]·[MnO2] S3
Sulfide oxidation H2S+2O2➔SO4

2−+2H+ kmaxS4·[TS]·[O2] S4
Sulfide oxidation by MnO2 H2S+MnO2+2H+➔Mn2++S0+2H2O kmaxS5·[TS]·[MnO2] S5
Sulfide ox. via FeOOH H2S+2FeOOH+4H+➔2Fe2++S0+4H2O kmaxS6·[TS]·[FeOOH] S6
FeS oxidation FeS+2O2➔Fe2++SO4

2− kmaxS7·[FeS]·[O2] S7
Methane oxidation CH4+2O2➔CO2+2H2O kmaxS8·[CH4]·[O2] S8
Methane ox. with sulfate CH4+SO4

2−+H+➔H2S+HCO3
−+H2O kmaxS9·[CH4]·[SO4

2−] S9
Nitrification NH4

++2O2➔NO3
−+2H++H2O kmaxS10· [NH4

+]·[O2] S10

Mineral dissolution/precipitation reactions (M)
MnCO3 precip/dissolution Mn2++HCO3

−➔MnCO3+H+ (δp·kp,MnCO3+δd·kd,MnCO3·[MnCO3])·(ΩMnCO3−1) M1
FeCO3 precip/dissolution Fe2++HCO3

−➔FeCO3+H+ (δp·kp,FeCO3+δd·kd,FeCO3·[FeCO3])·(ΩFeCO3−1) M2

Equilibrium reactions (E)
>FeOH+Mn2+=>FeOMn++H+ E1 HCO3

−=H++CO3
2− E6

>FeOH+H+=>FeOH2 E2 H2CO3=H++HCO3
− E7

>FeOH=>FeO−+H+ E3 H2O=H++OH− E8
>FeOH+Fe2+=>FeOFe++H+ E4 FeS+H+=Fe2++HS− E9
>FeOH+Fe2++H2O=>FeOFeOH+2H+ E5 H2S=HS−+H+ E10

a Monod and inhibition terms are defined asMj,C=[C]/(Km,j+[C]) and Ij,C=KI,j/(KI,j+[C]), respectively. Values for the reaction parameters are given in Table 2.
For the mineral precipitation reactions/dissolution reactions, δp=1 and δd=0 if Ω<1 and δp=0 and δd=1 if Ω≥1. Saturation states ΩXCO3 are defined as
[X2+][HCO3

−]/(KXCO3 [H+]), where X=Mn or Fe.
b In the “microbial” simulations, the kinetic expressions Fkin in P1–8 are divided by typical biomass concentrations, B0i, set to 0.8 gdwm−3. Phenol respiring

organisms are responsible for reactions P1 and P2, phenol fermenters for P3 and P4, and H2 utilizing organisms for P5–P8.
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were modified to provide results that were consistent with
the field data shown in Thornton et al. (2001b).

In the above formulations, the microbial populations are
not represented explicitly, even though they catalyze the
majority of the processes considered. To take into account
microbial dynamics, “microbial” model simulations were
performed that included three key functional groups of
microbes that promote the breakdown of phenol and
consumption of H2 (phenol fermenting, phenol respiring,
and H2 respiring organisms; Table 1). The microbial groups
are described by

∂θBi

∂t = ∇⋅ðD⁎∇BiÞ−∇⋅ θvBið Þ + θðgδRi−μ iBiÞ ð10Þ

where μi is the death rate of microbial group i (Table 2) and δ
denotes the ammoniumavailability (δ=1ifNH4

+ is present and
0 otherwise). Ammonium is subject to oxidation as well as
biological uptake and recycling through cell death. Biological
uptake of ammonium is dependent on cell growth by assuming
a cell carbon content of 0.22gC ml−1 (Bratbak and Dundas,
1984) and a Redfield C:N ratio. Upon death, ammonium is
released from the cells in the same proportions as incorporated
during growth. Ammonium was not accounted for in Watson
et al. (2005) and boundary conditions are implemented based
upon well data (Williams et al., 2001). Reaction rates are
formulated as in the simulations without microbial dynamics
(i.e. the kinetic expressions Fkin given in Table 1) except that
they also contain a dependency on thermodynamic conditions
(Fthd) and biomass abundance:

Ri = Fkin⋅Fthd⋅B ð11Þ

where B reflects the biomass concentration of the microbial
population performing the reaction. The thermodynamic factor
Fthd accounts for the energy available in the microbe's
environment through a dependency on the Gibbs free energy
of reaction (Boudart, 1976; Jin and Bethke, 2003), and reflects
that catabolic processes will ultimately shut down under
conditions that do not allow for ATP production. This factor is

defined as max 0;1−exp −∇Grxn−m∇GATP
χRT

� �h i
, where ΔGrxn is the

Gibbs free energy of reaction, ΔGrxn is the phosphorylation
potential andm andχ are reaction specific parameters (Jin and
Bethke (2005); Table 2).

Additional simulations are performed at a coastal marine
site (station S4) in the eastern Skagerrak between Denmark



Table 2
Model parameters (sources provided as leading superscripts).

Parameter Value Parameter Value

Rate constants
akmaxP1 4.00×10−10 mol L−1 s−1 ckmaxS2 3.17×10−1 L mol−1 s−1

akmaxP2 4.00×10−11 mol L−1 s−1 fkmaxS3 3.17×10−8 L mol−1 s−1

akmaxP3 8.40×10−13 mol L−1 s−1 ckmaxS4 5.07×10−3 L mol−1 s−1

akmaxP4 2.30×10−13 mol L−1 s−1 ckmaxS5 6.34×10−4 L mol−1 s−1

akmaxP5 9.80×10−12 mol L−1 s−1 ckmaxS6 2.54×10−4 L mol−1 s−1

akmaxP6 2.20×10−11 mol L−1 s−1 ckmaxS7 9.51×10−3 L mol−1 s−1

akmaxP7 8.40×10−11 mol L−1 s−1 ckmaxS8 3.17×102 L mol−1 s−1

akmaxP8 4.34×10−10 mol L−1 s−1 fkmaxS9 3.17×10−7 L mol−1 s−1

ckmaxS1 3.17×10−1 L mol−1 s−1 ckmaxS10 1.59×10−1 L mol−1 s−1

Monod and inhibition constants
aKm,1–4(phenol) 1.10×10−4 mol L−1 aKI,2(O2) 6.20×10−6 mol L−1

aKm,5–6(H2) 5.00×10−7 mol L−1 aKI,3–4(O2) 3.10×10−5 mol L−1

aKm,7(H2) 1.00×10−6 mol L−1 aKI,3–4(NO3) 1.60×10−5 mol L−1

aKm,8(H2) 5.00×10−6 mol L−1 aKI,3–4(phenol) 6.00×10−2 mol L−1

aKm,1(O2) 3.10×10−6 mol L−1 aKI,5–8(O2) 3.10×10−5 mol L−1

aKm,2(NO3) 8.10×10−6 mol L−1 aKI,5–8(NO3) 1.60×10−5 mol L−1

aKm,7(SO4) 1.60×10−3 mol L−1 aKI,5–8(phenol) 4.00×10−2 mol L−1

Mineral reactions
ckp,MnCO3 3.17×10−6 mol dm−3 s−1 ckp,FeCO3 1.59×10−6 mol dm−3 s−1

ckd,MnCO3 3.17×10−12 s−1 ckd,FeCO3 1.59×10−12 s−1

bKMnCO3 0.8690 bKFeCO3 0.2748

Microbial growth and thermodynamics
dχ1 56 dm5–6 2/3
dχ2 28 dm7 1/3
dχ3–8 2 dm8 2/9
dm1 28 dΔGATP 50 kJ mol−1

dm2 28/3 eµ1 3.3×10−10 s−1

dm3 2/3 eµ2 1.65×10−11 s−1

dm4 1 eµ3 7.01×10−11 s−1

Transport parameters
aαL 1 m Dm 10−9 m2 s−1

aαT 4×10−4 m

a Watson et al. (2005) (note that in contrast to Watson et al. (2005), no spatial variation in rate constants is considered here).
b Stumm and Morgan (1996).
c Hunter et al. (1998).
d Jin and Bethke (2005) — note that the values for m and χ given there have been adjusted for the number electrons transferred per reaction.
e Death rates are calculated as 1% of their respective maximum achieved growth rates.
f Inferred from simulations.
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and Norway. The 1D reactive transport model STEADYSED,
calibrated for this site (Wang and Van Cappellen, 1996), was
employed to analyze the effects of using simplified reaction
networks describing sedimentary early diagenesis. Similar to
the contaminant plume setting, the model takes into account
the decomposition of organic matter, which includes oxic
respiration, denitrification, manganese and iron oxide reduc-
tion, sulfate reduction, and methanogenesis, but it does not
explicitly account for the intermediates of terminal electron
accepting processes (e.g. H2 and acetate). Reduced species are
subject to secondary redox reactions and to mineral precip-
itation and adsorption, leading to a reaction network similar
to that considered in the contaminant plume simulations, not
including explicit microbial dynamics. The results of the
simulations are compared for a reaction network that
considers the secondary reactions versus one that ignores
them (reactions I-7 to I-18 in Wang and Van Cappellen
(1996)).
3. Results and discussion

3.1. Pore scale simulations

Using our simple approximation to microbial respiration,
simulations show the existence of preferential flow paths
(Fig. 1). However, pore scale heterogeneity in biomass and
substrate concentrations is small. Steady state distributions of
acetate and biomass in solution computed from Eqs. (3)–(5)
for the Sherwood aquifer setting showvirtually no variation at
the pore scale, as diffusion is a dominant process at this scale
(Fig. 1; the quartile ranges of concentrations in thefluid phase,
determined from simulation results interpolated onto a
regular 0.46 µm by 0.35 µm grid, are 0.48–0.49 µM and
0.22–0.24mgdw m−3, respectively). Acetate concentrations
have reached the point where its uptake is limiting growth.
Sorption/desorption occurs at sufficient rate to cause a near-
equilibrium distribution between mobile and immobile
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biomass, with the majority of the cells (>98%) being surface-
associated.

To elucidate the conditions under which either the flow
regime or reaction dynamics vary significantly at the grain
scale, the parameterization of the baseline simulations was
altered systematically. A ten-fold increase in the substrate
production rate Rprod from 10−8 to 10−7 mol m−3 s−1 or a
spatially uneven distribution of acetate production (e.g.
production via breakdown of particulate organic matter,
modeled as a source term associated with grain surfaces or
constrained to a single quadrant of the domain) did not lead to
patchy concentration fields. Substantial spatial variations in
substrate and biomass concentrations are seen only when Rprod
is increased by two orders of magnitude. Under this condition,
quartile ranges for the aquifer are 0.46–0.63 μM acetate and
0.023–0.029 gdwm−3 biomass, respectively. Similarly, increas-
ing the pressure gradient by an order of magnitude in our
simulations did not lead to spatial heterogeneity, because the
advective timescale (L/average velocity) exceeds that of
diffusion (L2/D) at the scale of the domain (L), and even more
so at the pore level. For heterogeneity in substrate and biomass
concentrations to become significant in our simulations,
advective or reactive processes must occur on a shorter
timescale than diffusion as observed by Raje and Kapoor
(2000) and Gramling et al. (2002) in soil columns at a high
Péclet number. The reactive timescale (estimatedby the ratio of
the average substrate concentration to the acetate consump-
tion rate) of the simulations becomes shorter than the
diffusional timescale when substrate production rates are
increased by 2 orders of magnitude. This indicates that
heterogeneity can potentially become dominant in environ-
mental conditions that promote fast reactions, albeit at rates
that likely exceeds microbial respiration.

3.2. Macroscopic redox zonation

All implementations of the contaminant plume reaction
network are subject to the same rate laws characterizing the
phenol breakdownand the resultingacetate andH2production,
with the exception of the simulations in which the microbial
populations are accounted for explicitly.With only a fraction of
the inflowing phenol being degraded, and due to the similarity
in rate laws in all simulations, the phenol plume (Fig. 2A) is
nearly identical in shape and magnitude in all simulations,
matching the observations closely (see comparison of model
results to the measured well profile in Fig. 2C). However,
because of the dependency of aerobic phenol breakdown and
denitrification (P1 and P2 in Table 1) on O2 and NO3

− con-
centrations, the competition for oxidants by introduction of
secondary reactions leads to a drop in the aerobic respiration
rate. Taking into account the use of O2 in the oxidation of
reduced inorganics leads to an ∼40% lower phenol breakdown
over the course of the 47 years studied compared to the
baseline network alone, and the contribution of aerobic to total
phenol degradation is reduced from ∼48 to ∼14% (Table 3).

Rate laws of acetate and total H2 consumption via
methanogenesis and the reduction of sulfate and iron and
manganese oxides are identical for the above networks, and
both acetate and H2 contours roughly follow the plume outline
for the reaction networks analyzed (Fig. 2A, B). Following the
implementation in Watson et al. (2005), H2 respiration is only
modeled in suboxic and anoxic conditions. This is consistent
with the absence of any overlap between O2 and H2 in field
measurements (Thornton et al., 2001b), aswell as in ourmodel
simulations. Therefore, in contrast to the impact of secondary
reactions on phenol degradation, little to no effect from
secondary reactions on H2 dynamics is observed. The impact
of the further addition of carbonate mineral precipitation on
DIC concentrations is small, so that the DIC plume in Fig. 2B is
representative for all reaction networks.

Redox sensitive products of the organic matter breakdown
reactions reveal differences between reaction networks. Simu-
lations only accounting for primary reactions match measured
Mn(II) levels fairly well (Thornton et al., 2001b; not shown),
but lead to dissolved iron concentrations exceeding those
observed (Table 3; simulated Fe2+ levels at well BH60 after
47 years are approximately 3 fold higher than the measured
values shown in Fig. 3 of Thornton et al. (2001b)). In all reaction
networks investigated, the total concentration of iron oxides
was virtually unaffected by the different reaction networks
because of the large pool size. In addition, the total reduced iron
pool (Fe2++>Fe+FeS+FeCO3; where>Fe represents sur-
face adsorbed iron) varies by less than a factor of 3 (Table 3);
however, the speciation of the iron can differ substantially.
Taking into account secondary reactions results in an increase
of Fe2+ by ∼10% and an ∼75% decrease in the amount of FeS.
The inclusion of mineral precipitation reactions tends to lower
the Fe2+, >Fe, and FeS pools since the iron is precipitated as
FeCO3, which constitutes the largest sink for reduced iron
(∼60%).

As for the contaminant plume, inclusion of secondary
reactions in sediment simulations results in the lowering of
the importance of the aerobic degradation of organic matter
from ∼32% to 11% (Table 3). The effect of network complexity
on iron speciation has a greater impact in the marine sediment
than in the contaminant plume setting. For example, iron oxide
levels are ∼3.5 times more prevalent considering the full
reaction network than in simulations not accounting for the
secondary reactions. Inclusion of secondary reactions also
impacts reduced iron pools, doubling the integrated Fe2+

concentrations while FeS decreases by ∼39%. In comparison,
addition of the secondary reactions in the contaminant plume
results in a 10% increase in Fe2+ levels. Overall, total reduced
iron levels are increased by ∼12% upon accounting for
secondary reactions (Table 3).

Aside from these highlighted differences in iron pools, our
results show that changes in the reaction network have
relatively little impact on pool sizes for most chemicals, but
can affect reaction pathways. This is consistent with the results
of Hunter et al. (1998) who assessed the importance of
secondary reactions in simulations of a pristine aquifer
contaminated by a landfill leachate. They found that the
concentrations of organic matter were unaffected by the
inclusion of secondary reactions, but that consistent with the
effects on aerobic oxidationof phenol, the competition forO2 by
secondary reactions altered the pathways of organic matter
decomposition. Thullner et al. (2005) determined that manga-
nese reduction was completely controlled by secondary
reactions in a coastal marine setting, although it was more
pronounced than the impact of secondary reactions on iron
cycling presented here. These results highlight the fact that not
taking into account all of the relevant reactions can lead to



Fig. 2. (A) Contaminant plume after 47 years. Shaded regions in panels (A) and (B) show phenol and DIC in mM, respectively, while the contour lines denote
acetate (mM, A) and H2 concentrations (nM, B), respectively. The vertical bar indicates the position of a well for which panels (C) and (D) show a comparison of the
measurements represented by filled circles (dots; Thornton et al., 2001b) and the model results (lines). For panels (C) and (D), open circles denote reaction
network P,E; asterisks denote P,E,S; triangles denote P,E,S,M; and diamonds denote P,E,S,M,B.
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improper conclusions about the importance of biodegradation
pathways. They also show that the specific environment plays a
role in the extent of the effect of secondary reactions. Inclusion
of secondary reactions has a greater effect in the sediment
environment, where redox interfaces are more prevalent and
O2 consumption via secondary reactions plays a greater role
than in the contaminant plume simulation.

3.3. Plume scale microbial distributions

The addition of explicit descriptions of phenol fermenting,
phenol respiring, andhydrogen respiringmicrobial populations
lead to little spatial variability inmodeled cell densities. Phenol
fermenterswere estimated to bepresent predominantlywithin
the plume at ∼8×106 cells ml−1, while computed phenol
respiring organismswere found near the plume edge in similar
concentrations; H2 oxidizers were similar in spatial extent to
the phenol fermenters but present at higher concentrations of
∼2×107 cells ml−1 (not shown). Inclusion of microbial popu-
lations leads to geochemical distribution patterns consistent
with the observations (Fig. 2). Our parameterization slightly
underpredicted dissolved inorganic carbon production
(Fig. 2D), concurring with a higher estimate of acetate than
thenon-biotic reaction networkswhich inpart is also caused by
a slightly higher phenol breakdown. While total iron levels are
consistentwithnon-biotic simulations, there is an approximate
doubling of the FeCO3 and increased dissimilatory iron
reduction (Table 3).

Our simulations showrelatively little spatial variation in total
bacterial numbers (not shown). Consistent with our findings,
Thullner et al. (2005), who introduced microbial groups into a
reactive transport model describing a marine sediment,
determined that bacteria were distributed homogenously.
Similarly, Dale et al. (2006), who accounted for bacterial groups
and energetic limitation in coastal sediment, also found little
variation in bacterial biomass concentrations over time. Our
simulations also indicate that the regulation of biomass levels
depends on nitrogen limitations and thermodynamic con-
straints (Fig. 3). This finding in our carbon rich environment
contrasts starkly with dissolved organic carbon limited micro-
bial populations in a groundwater setting described by Lensing
et al. (1994). Simulations that did not take into accountnitrogen



Fig. 3. Bacterial nitrogen and thermodynamic limitations forphenol fermenting
(panel A) and H2 oxidizing bacteria (panel B). Filled regions indicate the value
of the thermodynamic constraint, computed as ∑RiFthd,i /∑Ri, where Ri
denotes the relevant kinetic reaction rates,B⁎Fkin (P3 and P4 in panel A, P5, P6,
P7, and P8 in panel B) and Fthd,i the corresponding thermodynamic factors. The
contours (panel B) represent the concentration of available ammonium (mM),
indicating that in most of the plume, NH4

+ requirements are met only via
recycling of biomass.

Table 3
Concentrations (mol m−1) and reaction rates (mol m−1 s−1) for the contaminant plume simulations under different reaction network formulations integrated
over space, as indicated by the ∫x. Percentages of total reduced iron for each species are given in parentheses. For organic matter oxidation by oxygen, the
percentage of total organic matter degradation is given in parentheses.

aContaminant plume bSediment

P,E P,E,S cP,E,S,M P,E,S,M,B Full−S Full

∫xFeOx 3.4×106 3.4×106 3.4×106 3.4×106 2.71×101 9.43×101

∫xFe2+
8.1×102 (21.4) 9.0×102 (19.2) 2.2×102 (10.0) 1.8×102 (4.3) 1.0×100 2.4×100

∫x>Fe 2.8×103 (73.2) 3.7×103 (79.6) 6.2×102 (27.6) 8.3×102 (19.4) 3.68×101 8.44×101

∫xFeCO3
– – 1.4×103 (60.0) 3.2×103 (74.9) 0 2.35×102

∫xFeS
2.1×102 (5.4) 5.8×101 (1.2) 5.4×101 (2.4) 6.0×101 (1.4) 6.80×102 4.15×102

∫xFeredtot
3.8×103 4.7×103 2.2×103 4.3×103 7.48×102 8.38×102

d∫xRresp (O2)
1.0×10−6 (47.7) 2.0×10−7 (14.4) 2.1×10−7 (15.0) 6.8×10−7 (35.5) 5.9×10−6 (32.2) 2.1×10−6 (11.3)

e∫xRresp (FeOx)
9.1×10−7 9.1×10−7 9.1×10−7 2.3×10−6 5.8×10−7 3.8×10−6

a “P,E” refers to the baseline simulation, “S” to inclusion of secondary reactions, “M” to mineral precipitation/dissolution reactions, and “B” to explicit
descriptions of microbial functional groups. See Table 1 for the reactions part of each set.

b “FulI” refers to the complete set of reactions in Wang and Van Cappellen (1996), “Full−S” to the removal of the secondary reactions.
c Note that, following the work of Watson et al. (2005), precipitation/dissolution of FeS is in the primary reaction network “P,E” even before additional

precipitation/dissolution reactions are added in “P,E,S,M”.
d Organic matter degradation coupled to oxygen.
e Organic matter degradation coupled to iron hydroxides.
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limitation demonstrated unrestrained bacterial growth due to
the virtually unlimited availability of phenol, while simulations
with no thermodynamic constraints resulted in lower H2

concentration throughout the domain (not shown). Nitrogen
is abundant within approximately the first 75 m of the domain
and does not inhibit microbial growth, while the remainder of
the plume is nitrogen limited (Fig. 3B). An analysis of bacterial
growth dynamics within nitrogen limited regions shows a
steady state existenceof the bacterial groupswith cell death and
nitrogen release being balanced by subsequent growth. Abun-
dant energy is available for bacteria respiring O2 and NO3

−, but
for organisms fermenting high molecular weight organic
compounds, Fthd varies from ∼0.6 to 1 with the strongest
thermodynamic constraints in areas of the plume with the
highest acetate concentrations (Fig. 3A). The bacterial group
respiring H2 shows an Fthd term that varies between ∼0.5 and
0.7 (Fig. 3B), suggesting that energetic constraints contribute to
shaping in situ microbial activity.

4. Conclusions

This study, focusing on conditions in a sandy aquifer,
assesses two aspects that may pose limitations to reactive
transport modeling: pore scale variability and the comprehen-
siveness of the (micro-)biogeochemical processes considered.

First, simulations of flow and concentration fields subject to
(idealized) biogeochemical dynamics suggest little spatial
variability in substrate and biomass distributions at the grain
scale, at least under conditions that do not favor the formation
of biofilms. Second, results from simulations using different
reaction networks show that a relatively simple reaction
network can provide an accurate prediction of the observed
distribution of dissolved substances in a contaminant plume.
However, depending on complexity of the reaction network
used, distinct differences can exist in individual process rates
affecting these pools. Simulations of the breakdown of organics
in groundwater highlights the importance of reoxidation
reactions in settings characterized by strong redox gradients
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over a large part of the model domain; a finding supported by
the assessment of their impact on process dynamics in coastal
marine surface sediments. This is notable, because while
concentration fields only denote snapshots compared to
transient model simulations, they are typically used for model
validation. Our results emphasize the need for comparison of
modeled process dynamics with measured rates, which are
difficult to obtain and hence are not readily available.

Consistent with the results of Wang and Papenguth (2001),
we found that a description of subsurface processes may not
always require an explicit representation of microbial biomass,
particularly in settings characterized by minimal microbial
activity. However, accounting for growth of microbes and
associated reaction rates requires going beyond implementa-
tion of a kinetic substrate dependency of biomass alone.
Notably, inclusion of nitrogen limitations appeared necessary
in a setting fueled by carbohydrates to avoid excessive
microbial growth due to abundant C-substrate. The need to
account for a range of feedbackmechanisms betweenmicrobial
activity and environmental conditions suggests that under-
standing microbial requirements (which may extend well
beyond the factors and chemical substances encompassed in
current reactive transport models) may be central to quantify
controls on bioremediation in the field.
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